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Abstract— Nowadays, the need of Automatic Speech Recognition (ASR) is more than before, because of the important of using 
computer in our life at the recent moments. So we need to improve ASR system with high quick results without decrease quality 
of system to keep pace with progress and evolution, where feature extraction techniques and matching or recognition techniques 
are the main parts of ASR system; both affect the quality and speed of the ASR system.In this paper, we examine ASR with 
adding gender block and using three feature extraction techniques, which are Mel-Frequency Cepstral Coefficients (MFCC), 
Formant Estimation Coefficients (FEC) and Linear Predictive Codes (LPC) to extract features from speech files, and then fed the 
output from them to one type of the matching techniques (i.e. Euclidean Distance ED and Dynamic Time Wrapping DTW).The 
experiment was executed with four different languages are Arabic, English, French, and Italy.  

The main objective is to reach to the effect of adding gender block in ASR system on response time for the Arabic language and 
therefore we can use continuous speech easily with acceptable recognition time.Huge testing was done using Matlab 
programming with 500 speech files for Arabic, 300 for English, 50 for French and 40 for Italy each with time duration 2 sec. 

It was found that MFCC with E.D or DTW are the best combinations for the Arabic language since it achieves the minimum time 
response over the other combinations without effecting on the quality of ASR system, also it was found the addition of gender 
classification in training and testing database so this decreases response time for all combination. 

In addition, It was reached that adding gender will improve the results faster than not using gender with about 49.74%. 

Index Terms— Gender classification, ASR, MFCC, Formant, LPC, E.D., and DTW. 

——————————      —————————— 

1 INTRODUCTION                                                                     

 
Peech is the most convenient way of interaction among people. 
Researchers have done many researches to have such easy inter-

action between people and machine [1]. All know that technology is 
progressed and growing every day like big data, artificial intelligence 
and machine learning etc. Beside these technologies, the field of 
speech recognition has also developed.  
Microsoft in China is the first that introduced it by when it developed 
a real time application that translated English into Chinese. 
Therefore, we can say that Automatic Speech Recognition (ASR) 
known as computer speech recognition is a process in which speech 
signal is converted into a sequence of words as input and the text is 
the output of the system by using some algorithms as shown in figure 
(1) [2]. 

 
Figure 1. Automatic Speech Recognition System (ASR) 

 
In addition, with the rapid rate of progress in technology, we need to 
improve ASR system with high quality and more fast time response 
than before. Therefore, we need to increase the speed of time re-
sponse for recognition system by reach the best feature extraction 
technique with matching or recognition technique besides adding 
gender classification at the beginning to reduce time consumed of 
recognition process. 

2 THE EXITING USED TECHNIQUES 
2.1 Feature Extraction techniques 
The feature extraction techniques are used to reduce the problem of 
large variability of the speech signal. This process eliminates a dif-
ferent source of information, that if the sound is voiced or unvoiced 
or silenced [Speech Feature Extraction for Gender Recognition] 
The most popular feature extraction techniques in real-time speech 
recognition and for future also, that extract the feature of speech then 
use techniques to achieve the recognition of speech, therefore the 
ASR system will be completed. 

1) Mel-Frequency Cepstral Coefficients (MFCC) 
2) Formant Estimation Coefficients (FEC) 
3) Linear Predictive Codes (LPC) 

2.1. A) Mel-Frequency Cepstral Coefficients (MFCC) 
Is the most popular and easiest feature extraction technique where 
extracts feature from human voice, MFCC is depend on human hear-
ing frequencies below 1 KHz or variation of the human ear’s critical 
bandwidth with frequency [8-10] Hz[4], so we deduced that it based 
on the short-term power spectrum of the human voice [3]. The main 
steps for computing the MFCC coefficients are shown in Figure (2). 
The Mel scale basic equation is given in (Eq. 1) 
 
FMel  = 2595 log10  (1 + ( FHz /700) )             In Mel-scale           (1) 
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Figure 2. MFCC Feature Extraction Technique [4] 

 
2. 1 B) Formant Estimation Coefficients (FEC). 
Formants are the spectral peaks of the sound spectrum” [5]. 
On the other hand, the formant frequency is a relative maximum in 
the sound spectrum when the sound is complex. A Unit, Hertz (HZ) 
[6].as shown in figure (3)" 
 

 
Figure 3. Formants are the peaks displayed in the spectrum 

 

2.1 C) Linear Predictive Codes (LPC) 
[ 
The Linear Predictive Coding method is a time domain approach. 
When a sound is pronounced, the LPC method tries to copycat the 
resonant structure of the human vocal tract, so presents a close and 
exact representation of the spectral magnitude of signals and produc-
es coefficients related to the vocal tract pattern [7]. LPC has been a 
well-known technique because it exacts the approximation of the 
speech parameters and effective computational model of speech [8]. 

 
Table (1) Comparison between MFCC, Formant and LPC 

 

2. 2) THE MATCHING TECHNIQUES. 
A pattern classification measures the likeness between an input 
speech and a reference pattern or a model obtained during training 
and accordingly determines a reference or a model, which best 
matches the input speech, as an output. 
Therefore, we can say that the speaker’s voice is represented by a 

sequence of feature vectors, which is then compared with the data-
base i.e. the trained data set. [1] 
As shown in Figure (4) and Figure (5) the steps of training and test-
ing phases in speech recognition system. 
 

 
Figure (4): Training Phase 

Figure (5): Testing Phase  
 

There are many types of recognition or matching techniques, in this 
paper we examined the most popular matching techniques:-  

• Euclidean Distance (ED) 
• Dynamic Time Wrapping (DTW) 

 
2. 2 A) Euclidean Distance (ED) 
Euclidean Distance (ED) is the easiest matching recognition tech-
nique, which the concept of ED is using the feature extraction coeffi-
cients then comparing input speech signal with a model obtained 
through training or reference pattern, therefore determining a refer-
ence or a model, which best matches the input speech, as an output. 
Then the measured distance is between the test sample and the cen-
troid for each of the clusters. The test sample belongs to the cluster 
with which the test sample has the minimum distance, for that, the 
signal is matched. Furthermore, this is known as speech recognized 
[10].  
 

                                             (2) 
2. B.2) Dynamic Time Wrapping (DTW) 
DTW is known as a simple way to recognize an isolated word sam-
ple is to compare it with a number of stored word templates and de-
cide the best match. [11]. we can say that DTW is a pattern-matching 
algorithm with a non-linear time normalization influence. It is based 
on principle of optimality of Bellman as illustrated in equation (3).  
 

     (3) 

Where   is the cumulative distance of the distance d ( i , j) 
and its minimum cumulative distance among the adjacent cells [12]. 
 
Table (2) Comparison between E.D. and DTW matching techniques 

 

Technique Advantages Disadvantages 

M
FC

C
 

The Recognition accu-
racy is high, Low Com-
plexity and It gives high 
accuracy results for pure 
speech after eliminating 

any noise or channel 
distortions. 

Using filters might affect 
the performance of result 

of MFCC and The 
bandwidth of using a 

filter is a dependent pa-
rameter in design. 

Fo
rm

an
t Is faster than LPC and 

its results are accurate. 
Is slower than MFCC 

and more complex than 
MFCC 

LP
C

 Useful for encoding 
speech at the low bit 

rate and is a reliable and 
accurate [5]. 

Is not able to distinguish 
the words with similar 

vowel sounds, slowly at 
a big number of words. 
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Technique Advantages Disadvantages 

E.
D

. 

1) Simplicity and natural, 
intuitive sense. 
2)It does not depend on the 
type of language, so it can 
deal with any type of lan-
guage  

High sensitivity to 
noise and outliers (es-
pecially for sparse 
data). 

D
TW

 

1) Gives good results for the 
small number of templates 
with high speed 2) DTW is 
used in many applications 
such as cell phones, Because 
of the simplicity of the hard-
ware implementation of the 
DTW engine. 

1) For a small number 
of templets. 
2) Narrow search space 
for continuous speech 
recognition and speak-
er independent, so it 
gives a low perfor-
mance in these types of 
speech systems. 

3. Our contribution part 
3. A) Speech dataset 
The speech dataset is collected from the internet speech databases. It 
is recorded speech signals in cleaned way (we can say noiseless). We 
use in this research four languages. The speech dataset parameters as 
shown in table 3. 

Table 3. Speech files parameters 

 
 
3. B) Simulation Environment 
The experiments were done using Core I7/2.4 GHz processor, Win-
dows_10 64-bit Operating System, 6.00 GB RAM. We used 
MATLAB R2014a as the programming language for the ASR algo-
rithms. 
 
4. Results Analysis. 
Two main experiments must be done in order to decide the best 
combinations of the feature extraction and matching algorithms that 
will give the fastest recognition time response as the trained database 
growing up. 
The first experiment for calculating the time consuming for the main 
parts of the ASR system (i.e. feature extraction and matching tech-
niques) in normal sequence without using gender classification and 
the second also for the same target but with using gender classifica-
tion, this gives six main probabilities tested by four languages 
 (i.e. Arabic, English, Italian and French) the system block diagram 
is shown in figure (7) and the 6 probabilities are listed below. 

1. MFCC features and Euclidean distances (E.D.) matching 
technique. 

2. FORMANTS features and Euclidean distances (E.D.) 
matching technique. 

3. LPC coefficients features and Euclidean distances (E.D.) 
matching technique. 

4. MFCC features and Dynamic time warping (DTW) match-
ing technique. 

5. FORMANTS features and Dynamic time warping (DTW) 
matching technique. 

6. LPC coefficients features and Dynamic time warping 
(DTW) matching technique. 

 
Figure 6. The Methodology of Recognition system [13] 

 
4. 1) Relative Time Consumed by Feature Extraction and 
       Matching Algorithms without using gender classification 
The basic target of this research is to find the best combination of the 
feature extraction and matching techniques that will give the fastest 
time response for real-time Arabic ASR system without using gender 
recognition. Table (4) shows the consumed time for each of the three 
feature extraction techniques under test with respect to the different 
languages as the speech database grow up By using The Matlab 
time-consuming property. 
It is essential to note that, the time duration recorded for each case 
depends on: 

• The hardware platform (I.e. processor and memory). 
• The operating system. 
• The programming language (i.e. compiled of interpreted). 

Since the platform used as showed above is a laptop (Core I7, 6-GB 
Ram) with Windows 10 and Matlab R2014a, so the consumed time 
will display large values. The basic problem is the use of Interpreted 
Matlab programming language. However, this will not be the case 
for the real-time Digital Signal Processing (i.e. using real DSP plat-
forms). Also, even if the time values are larger than the real-time 
systems but it still has the same relative to each other.  This means 
that if one combination is better by certain percent in this results the 
same will be true for real DSP systems. 
 
Table 4. The Time consumed for each of the Feature Extraction tech-

niques used 
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As shown from the results of the above table the fastest feature ex-
traction technique is MFCC over the Formant or LPC algorithms 
respectively for all the four languages under test. The MFCC Algo-
rithm is faster that the LPC by 22.76 times while it is faster than the 
Formant Technique by about 5.74 times.  
Figure (6) shows the time consumed for MFCC, Formant, and LPC 
when working with E.D. or DTW with the four languages under test 
without using gender recognition. In this section a strange result was 
found, with change in the language, there is a difference in the time 
response of the same feature extraction technique although; all inputs 
have the equal time utterances. In the future work, this result needs 
more research. The results show that the fastest response was with 
the Arabic language then the same speed approximately for both 
English and French, with the slowest one with the Italy Language.   
 

       

 
Figure 6. Time of Feature Extraction techniques in different lan-

guages 
 

Table 5. The Time consumed for each of the Matching tech-
niques used 

 

 
Table (5) shows that the results can be reviewed by normalizing the 
sum of all tests with the slowest combination (i.e. E.D. + Formant) as 
shown in figure (10), This figure shows that the fastest matching 
technique was the DTW, especially with the MFCC or Formant 
while the slowest response was with E.D. with Formant or LPC re-
spectively.  It is important to note that the time consumed for each 
one of the matching techniques used may be changed with the 
change of the input feature extraction technique since each feature 
extraction technique has its own output vector size.    

 
Figure 7. Relative Time Consumed by matching techniques. 

 
Figure )7(  shows the average time consumed for all combinations of 
the feature extraction and matching techniques with the four lan-
guages under test with respect to E.D. with Formant without gender 
recognition.  
 
 
 
 
 

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research Volume 9, Issue 7, July-2018                                                                                           1271 
ISSN 2229-5518  
 

IJSER © 2018 
http://www.ijser.org  

4. 2) Relative Time Consumed by Feature Extraction and Match-
ing Algorithms with using gender classification 
 

 
Figure 8. The Methodology of Recognition system by Gender Classi-

fication 
 
Table 6. The Relative Time consumed for each of the Feature Extrac-

tion techniques used in gender experiment 

 

 
 
As shown from the results of the above table the MFCC is relatively 
the fastest feature extraction technique over the Formant or LPC 
algorithms respectively under the effect of adding gender for all the 
four languages under test. The MFCC Algorithm is faster that the 
Formant Technique by about 5.71 times while it is faster than the 
LPC by 22.92 times.  
 
Figure (9) shows the time consumed for MFCC, Formant, and LPC 
when working with E.D. or DTW with the four languages under test 

with the effect of addding gender. As shown the above results are 
less than the results that are found when no gender recognition is 
used as table (4). 
Also as before, The results show that the fastest response was with 
the Arabic language then the same speed approximately for both 
English and French, with the slowest one with the Italy Language.   
That we really need to search in this point.(i.e. in Future work). 
 

   

 
 

Figure (9) Relative Time Consumed for Feature Extraction Tech-
niques by using Gender block 

 
Table 7. The Time consumed for each of the Matching techniques 
used by Gender classification 
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As shown in table (7), the results when using gender recognition are 
better and faster than a results that are found in no gender recogni-
tion case as table (5). 
Also in figure (10), we summarized by normalizing the sum of all 
tests with the slowest combination (i.e. E.D. + Formant) 
The figure shows that the fastest matching technique was the DTW, 
especially with the Formant or MFCC while the slowest response 
was with ED with Formant or LPC respectively as shown in figure 
(7) when no gender case regarding to the fastet results in gender case 
from no gender case as shown. 
 

 
Figure (10). Relative Time Consumed by matching techniques when 

using Gender block 
 

3. E) Comparison between ASR with Gender and without 
Gender 

3. E. 1) The Relative Time consumed for each of the Feature 
Extraction techniques used in gender and no gender experi-
ments 
As shown in Figure (11), by using gender in ASR system that 
will effect on the time consumed for each feature extraction tech-
niques  
MFCC with E.D. or DTW gives results faster than Formant and 
LPC whatever gender or no gender case. Adding gender block 
reduced time consumed for each feature extraction techniques. 
In gender case when MFCC works with E.D. or DTW gives re-
sults better than without gender by 2.49 times 

 

 
Figure (11) Comparison between Feature Extraction techniques with 

gender and without gender 
 

3. E. 2) The Relative Time consumed for each of the Matching 
or Recognition techniques used in gender and no gender ex-
periments 

As shown in Figure (12), by using gender in ASR system that 
will effect on the time consumed for each matching or recogni-
tion techniques  
DTW gives results faster than E.D. whatever feature extraction 
technique. Adding gender block reduced time consumed for each 
matching or recognition techniques. 
In gender case, it improves results and gives quick results faster 
than no gender case with nearly 49.88%. 
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Figure (12) Comparison between matching techniques with gender 

and without gender 

5. CONCLUSION AND FUTURE WORK  
Massive testing of the ASR system was executed with different Fea-
ture Extraction Techniques (i.e. MFCC, Formant and LPC) and two 
common matching techniques (i.e. ED and DTW) with four lan-
guages (i.e. Arabic, English, French, and Italy). The experiments are 
done in two cases: First at No gender recognition and second at gen-
der recognition. The main target was the selecting of the best combi-
nation of the Feature Extraction and Matching techniques that will 
give the fastest time response to be implemented with real-time Ara-
bic ASR system. The results show that the best combination for the 
Arabic language is the use of MFCC with either ED or DTW, and the 
results are improved when using gender recognition in ASR system 
as shown in above. 

The future work of this research will be the use of ASR in all 
languages specially Arabic with more matching techniques as HMM 
and GMM to improve efficiency of real time ASR recognition system 
with quick results 

6. REFERENCES 
1. Sanjivani S. Bhabad Gajanan K. Kharate, “An Overview 

of Technical Progress in Speech Recognition”, Interna-
tional Journal of Advanced Research in Computer Science 

and Software Engineering, Volume 3, Issue 3, March 2013 
2. Suma Shankaranand1, Manasa S2, Mani Sharma3, Nithya 

A.S4, Roopa K.S.5, K.V. Ramakrishnan6, “An En-
hanced Speech Recognition System”, International 
Journal of Recent Development in Engineering and 
Technology Volume 2, Issue 3, March 2014 

3. Gurpreet Kaur, Ravinder Khanna, and Amod Kumar, “Au-
tomatic Speech and Speaker Recognition Using 
MFCC: Review”,  International Journal of Advances 
in Science and Technology (IJAST) Vol 2 Issue 
3(September 2014) 

4. Shreya Narang, Ms. Divya Gupta, “Speech Feature Ex-
traction Techniques: A Review”, International Journal 
of Computer Science and Mobile Computing, Vol.4 Is-
sue.3, March- 2015 

5. DORRA GARGOURI, Med ALI KAMMOUN, and 
AHMED BEN HAMIDA, “A Comparative Study of 
Formant Frequencies Estimation Techniques”, Pro-
ceedings of the 5th WSEAS International Conference 
on Signal Processing, Istanbul, Turkey, May 27-29, 
2006 (pp15-19) 

6. Surabhi Vaishnav1, Saurabh Mitra2, “ Speech Emotion 
Recognition: A Review”, International Research Jour-
nal of Engineering and Technology (IRJET), Volume: 
03 Issue: 04 | Apr-2016 

7. Michelle Cutajar, Edward Gatt, Ivan Grech, Owen Casha, 
Joseph Micallef, “Comparative study of automatic 
speech recognition techniques”, The Institution of En-
gineering and Technology, Vol. 7, Iss. 1, January 2013 

8. Urmila Shrawankar and Dr. Vilas Thakare, ResearchGate 
“arXiv”, “Techniques for Feature Extraction In Speech 
Recognition System: A Comparative Study” May 2013 

9. UmaraniJ.Suryawanshi and Prof. Dr. S. R. Ganorkar, 
“Hardware Implementation of Speech Recognition Us-
ing MFCC and Euclidean Distance”, International 
Journal of Advanced Research in Electrical, Electron-
ics and Instrumentation Engineering (An ISO 3297: 
2007 Certified Organization) Vol. 3, Issue 8, August 
2014 

10.  Akanksha Singh Thakur and  Namrata Sahayam,“Speech 
Recognition Using Euclidean Distance”, International 
Journal of Emerging Technology and Advanced Engi-
neering, Volume 3, Issue 3, March 2013 

11.  Mayur Babaji Shinde and Dr. S. T. Gandhe, “Speech pro-
cessing for isolated Marathi word recognition using 
MFCC and DTW features”, International Journal of 
Innovations in Engineering and Technology (IJIET), 
Vol. 3 Issue 1 October 2013 

12.  Lindasalwa Muda, Mumtaj Begam and I. Elamvazuthi, 
“Voice Recognition Algorithms using Mel Frequency 
Cepstral Coefficient (MFCC) and Dynamic Time 
Warping (DTW) Techniques”, JOURNAL OF COM-
PUTING, VOLUME 2, ISSUE 3, MARCH 2010, 
ISSN 2151-9617. 

13. Manar M. Salah El.Din, Micheal N. Mikhael and Hala A. 
Mansour, “Evaluation for the Best Combination of 
Feature Extraction and Matching Techniques used for 
Real-Time Arabic Speech Recognition ”, ESRJ The 
Engineering and Scientific Research Journal of the 
Faculty of Engineering, Shoubra, VOLUME No. 01, 
issue No. 01, Octobor 2008 

IJSER

http://www.ijser.org/

	1 Introduction
	2 the Exiting used Techniques
	2.1 Feature Extraction techniques
	2.1. A) Mel-Frequency Cepstral Coefficients (MFCC)
	2. 2) THE MATCHING TECHNIQUES.
	3. Our contribution part
	3. E) Comparison between ASR with Gender and without Gender
	5. CONCLUSION AND FUTURE WORK
	6. REFERENCES




